The quest for interpretable models of neural population activity
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Many aspects of brain function arise from the coordinated activity of large populations of neurons. Recent developments in neural recording technologies are providing unprecedented access to the activity of such populations during increasingly complex experimental contexts; however, extracting scientific insights from such recordings requires the concurrent development of analytical tools that relate this population activity to system-level function. This is a primary motivation for latent variable models, which seek to provide a low-dimensional description of population activity that can be related to experimentally controlled variables, as well as uncontrolled variables such as internal states (e.g. attention and arousal) and elements of behavior. While deriving an understanding of function from traditional latent variable methods relies on low-dimensional visualizations, new approaches are targeting more interpretable descriptions of the components underlying system-level function.
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Introduction
Most of the tasks performed by the brain are implemented by large networks of interconnected neural populations. One consequence of the resulting distributed population-level computations is that the activity of a given neuron often reflects multiple aspects of these computations [1], and can thus be difficult to understand in isolation. Instead, an understanding of how neural activity is connected to brain function likely requires relating such function to neural activity at the population level [2–7].

Establishing this relationship first relies on obtaining large-scale recordings of neural activity, which has recently been enabled through the rapid development of new recording technologies [8–10]. These technologies have revealed complex population activity patterns, which in turn present a second challenge: developing computational models that relate such complex activity to the system-level functions of interest, such as sensory processing, decision making, or motor control. As the number of simultaneously recorded neurons increases and experimental paradigms become more complex (e.g. awake animals performing naturalistic behaviors), it becomes increasingly challenging to develop computational models that can describe the population activity while still providing a meaningful interpretation of how it relates to system-level function [4,11].

We suggest that this is the essential goal of latent variable (LV) models in neuroscience, which infer a small number of unobserved — or ‘latent’ — variables that represent the structure of the high-dimensional neural activity (Figure 1a). In their simplest application, LV models are a form of dimensionality reduction, providing a means to visualize the population activity via its low-dimensional representation [2]. However, such visualization generally depends on finding meaningful representations with three or fewer LVs, which is often insufficient for much of the neural data now collected.

In this review we highlight three emerging conceptual approaches to LV modeling that move beyond visualization while still providing insight into the computations that underlie the function of the observed neural system. The first approach identifies LVs simply as the dimensions of population activity that correlate with experimentally controlled or ‘compelled’ variables, such as sensory stimuli or motor output, respectively. The second approach places explicit mathematical assumptions on the LVs and their interactions, which has been used to derive LVs that relate to processes in the brain not generally controlled by the experimenter (e.g. attention and arousal). The third approach models the dynamics of LVs, such that the computations of interest are performed through the evolution of a dynamical system that is learned from neural data.
Using controlled experimental variables to identify relevant dimensions in neural population activity.

(a) Schematic demonstrating linear dimensionality reduction. Activity from N neurons (left) is projected down onto M dimensions, or latent variables (LVs), such that each LV is a linear combination of the single-neuron activities. The population activity at each point in time (middle) thus has a corresponding set of LV values, which can be visualized in three (or less) dimensions (right). (b) If more than three LVs are needed to accurately describe population activity, dimensionality reduction can be performed on a subset of experimental trials to highlight distinctions in population activity between the conditions in each trial. For example, the activity of olfactory projection neurons traces out odor-specific trajectories in the latent space, but this space is not low-dimensional if many odors are considered. However, differences in odor-driven trajectories can be visualized using unsupervised methods performed on trials corresponding to individual pairs of odors Reproduced from Ref. [12]. (c) When experimental trials contain combinations of controlled variables, demixed PCA (dPCA) [25*] can be used to identify LVs related to particular task variables. Here, a variant of dPCA was applied to understand recorded population activity in a time interval production task [31], where subjects had to saccade after a length of time given by a previously presented interval; either reproducing the interval, or 1.5x the presented interval (considered ‘gains’ of 1 or 1.5 here). Top: dPCA was used to identify the LV most closely related to interval, and a second LV (‘PC1’) that explains the most remaining variance, which clearly orders the different recordings by interval. Bottom: dPCA used to identify a ‘gain’ axis, and here the population activity is clearly segregated by the two gain conditions. Thus, this demonstrates that both of these aspects of the task were represented in the population activity. Adapted from Ref. [31].

Using controlled experimental variables to identify relevant dimensions in population activity

Traditional approaches for finding a small number of LVs that explain high-dimensional population activity are ‘unsupervised’, meaning they preserve the structure of the population activity without reference to variables controlled during the experiment. Unsupervised methods such as Principal Component Analysis (PCA) and Factor Analysis (FA) take advantage of the fact that the trial-averaged activity of the recorded neurons (see Box 1) will usually capture the (typically few) variables being explored in the experiment [2,3], and thus the identified LVs can be used to visualize low-dimensional structure in the population activity that is all but invisible on a single-neuron basis (Figure 1a). The resulting low-dimensional description has thus been meaningfully related to experimentally observed variables in a variety of systems, such as odor identity in locust olfaction [12,13], orientation tuning in macaque visual cortex [14], locomotion state in Caenorhabditis elegans: [15,16], reach direction in macaque motor cortex [17**,18], and head direction in rodent hippocampus [19].

Using unsupervised methods to establish a relationship between neural activity and experimentally controlled variables becomes less straightforward when the first few dimensions of the population activity do not adequately capture the experimental variables of interest. This may occur, for example, when the experimental design itself explores a higher-dimensional space, such as when sensory stimulation itself is high-dimensional (e.g. Refs. [12,20,21]). One approach that retains the intuitive appeal of visualization while simultaneously reducing the complexity of the visualization is to probe pairwise distinctions between individual conditions by applying these traditional methods to subsets of experimental trials (Figure 1b). Of course, such visualization requires a relatively simple experimental design so that all combinations of relevant experimental variables can be assessed.
Targeting relevant axes of population activity that are related to experimental variables is more difficult when individual trials combine such variables; for example, each trial of a decision-making experiment may involve different combinations of sensory stimuli and motor outputs. Because each of these variables will drive variability in neural activity, methods like PCA will find LVs that mix their effects. Likewise, when variables are manipulated together on each trial, it is not possible to target subsets of trials (as in Figure 1b). In order to disentangle the separate sources of variability, supervised dimensionality reduction methods such as demixed PCA (dPCA) [24,25**] target axes that account for variance associated with each experimental variable. This approach has been useful for understanding how well experimental variables are represented within a neural population across a wide range of experimental paradigms, including motor control [26,27], context-dependent sensory integration [28], delayed match-to-category tasks [29**] and the neural representation of timing [30–32] (Figure 1c).

Relating population activity to uncontrolled experimental variables

While trial-averaging implicitly removes fluctuations unrelated to experimentally controlled variables (see Box 1), in many experiments the trial-to-trial fluctuations represent a significant amount of the neural activity during the experiment [33–35]. Furthermore, recent large-scale neural recordings demonstrated that trial-to-trial variability (which we will also refer to simply as ‘variability’) is typically shared among large populations of neurons [36–38] (Figure 2a), and modulated by a variety of factors including task context [39], cortical state [40,41], arousal [42,43*,44], attention [43*,45,46] and motor activity [22,35,42]. Many of these factors are different from those considered in the first section in that they cannot be precisely experimentally controlled — or in some cases, even directly observed — but likely play a critical role in how the recorded neurons process information.

First of all, supervised methods can be used to relate single-trial neural activity to experimentally-uncontrolled variables, which rely on making explicit models of how these observed variables are mapped to neural activity — typically via a generalized linear model (GLM, see Box 2). For example, the summed population activity [36] and local-field potential [33], both of which can be thought of as a proxy for experimentally uncontrolled inputs to the recorded neurons, have been used to successfully predict a significant fraction of single-trial fluctuations in neural activity. Likewise, motor outputs of the animal, such as pupil diameter [22,35,42], running speed [42], and even spontaneous facial and limb movements [22,35] have also been used to describe variability in single neuron responses. The drawback to such supervised approaches for identifying sources of variability is that they are limited by what can be experimentally observed, and thus how directly these observations are related to the underlying neural activity. For example, an internal (unobserved) variable such as arousal can be correlated with — but not equivalent to — pupil diameter and running speed [47]. The resulting supervised model that attempts to relate neural activity and arousal will thus be limited by the strength of the correlation between arousal state and these observed motor outputs.

The fact that much trial-to-trial variability is shared across neurons suggests that it might also be amenable to unsupervised LV approaches, without the need for trial-averaging or information from experimental observables. Indeed, recent studies have found that unsupervised LV models can account for a large fraction of single-trial variability [37,40,43*,48,49†]. However — as with the mixed experimental conditions described in the previous section — unsupervised LV models will by default mix different sources of variability together in the latent space. Furthermore, approaches such as dPCA cannot be applied in cases where the uncontrolled sources of variability are continuously varying (e.g. arousal) because they rely on both trial-averaging and discrete experimental conditions.

One means to disentangle different sources of variability (both controlled and uncontrolled) is to impose mathematical assumptions on the model that allow the LVs to assume distinct functional and/or computational roles [50]. For example, one assumption is to constrain LVs to be non-negative (or ‘rectified’), in order to capture the typically spike-based composition of neural inputs [51,52]. The application of this assumption to LV models of activity from the primary somatosensory (barrel) cortex during a whisker-based decision-making task resulted in

**Box 1 Trial averaging**

A key limitation of unsupervised dimensionality reduction methods such as PCA and Factor Analysis is their inability to distinguish between activity driven by experimentally-controlled variables versus activity that is different across repeated trials. Such trial-to-trial variability can often dominate the overall variance in the data — particularly for spiking data that have intrinsic spike-count variability — and thus pull unsupervised LVs away from experimentally relevant dimensions (and into a higher dimensional space). To remove trial-specific fluctuations that are not directly related to experimentally-controlled variables, the activity of individual neurons is often averaged over repeated trials, which removes such variability. Furthermore, because single-trial information is discarded, one benefit of this approach is that population analyses can be performed on neurons that were not simultaneously recorded, and much larger populations can be assembled through serially performed experiments. However, as described below, trial-to-trial variability might be driven by experimentally unconstrained — but nevertheless relevant — variables, and recently large-scale simultaneous recordings [8,22] as well as new statistical approaches [17**,23] can offer an alternative to trial-averaging when single-trial analyses are desired.
Finding relevant dimensions in single-trial population activity.
(a) Trial-to-trial variability is often shared across neural populations, which results in observable shifts in population-level computation. Top: Responses from a neural population in macaque primary visual cortex, ordered by their preferred orientation (horizontal axis) are plotted for two trials in response to a drifting grating. Bottom: This variability across the population is summarized by a fitted ‘population tuning curve’ for many repeats, demonstrating that the population responses generally increase or decrease together, indicating that single-trial variability is shared across the recorded population. Data available at CRNCS.org from Smith and Kohn (https://doi.org/10.6080/K0NC5Z4X). 
(b) One approach to finding more interpretable LVs is to impose a non-negativity constraint on LVs. This was used to model neural activity in mouse barrel cortex during a decision-making task [52], and results in clear relationships between specific LVs to different trial variables observed during the experiment: the auditory cue that signals the animal to make its choice (blue vertical lines), the onset of reward delivery when the animal makes the correct choice (red vertical lines), the timing of whisker touches against the pole (bottom, green), and the timing of licks (bottom, purple). Right: Once the variables were identified, a GLM was used to demonstrate their relationship to each experimental observable as a function of time-lag. Asterisks label the variable that best predicts the LV based on mean-squared error. Adapted from Ref. [52].
(c) Another example of introducing mathematical assumptions on the form of the LVs: the Generalized Affine Model (GAM) [49] explicitly models multiplicative and additive interactions between LVs and the stimulus response of each neuron. The multiplicative LV $g_i$ and additive LV $h_i$ are inferred from the population activity using neural networks (green and purple networks, respectively). Adapted from Ref. [49].

### Box 2 Supervised models for single-trial activity

The Generalized Linear Model (GLM) relates neural activity $y(t)$ at time $t$ to a vector of experimental observables $x(t)$, which could represent, for example, pixel intensities in a visual stimulus, as well as uncontrolled (but observed) variables such as the components of the local field potential [33] or pupil size [22,35]. This relationship is expressed through a weighting of the experimental observables with parameters $w$, and the result is often passed through a static nonlinearity to produce an estimate of the firing rate $\hat{y}(t) = w \cdot x(t)$. After choosing an appropriate noise distribution (e.g. Gaussian or Poisson), the models are fit by finding the $w$ that maximizes the likelihood that the model generated the data [53], using optimization approaches such as gradient ascent. While not explicitly a latent variable model (since all variables used are ‘observed’), this general framework is similar to that underlying the approaches described below which fit more complex, nonlinear functions.

the segregation of LVs that were driven by whisker contacts versus reward cues, as well as other LVs unrelated to both (Figure 2b).

Another common mathematical assumption is to constrain some LVs to act multiplicatively as a gain signal, for example to modulate stimulus processing [22,37,38,43,48,49,54,55] (Figure 2c). Multiplicative model structures have been fruitfully applied to the study of attention in visual cortex, where the inferred LV associated with a multiplicative gain is correlated with attentional state and task performance [43,46,54]. Such models supported the development of competing hypotheses regarding the origins of the structure of attention-induced correlated variability in neural populations, which led to targeted experiments that could dissociate
the computational mechanisms underlying these different hypotheses [46].

The key feature of this approach to LV modeling that we wish to highlight is that they provide an alternative to visualization by explicitly incorporating a description of the system-level computations. As a result, such models can provide insights even in the case where the relevant population activity is high-dimensional. For example, this is common in sensory systems where sensory-driven activity is by itself high-dimensional [20,21], which will tend to prevent visualization of what is likely a lower-dimensional LV space (representing internal variables) that interacts with sensory-driven responses.

Evaluating the assumed mathematical form of the model (i.e., a valid description of the true computations performed by the neural system), however, requires — at a minimum — more general nonlinear models of population activity to compare performance to. Such more general models have recently become possible through advances in machine-learning algorithms (Figure 2c), which can be used to fit LV models that can express a range of nonlinear structures [49,56]. For example, the application of these general nonlinear models to population recordings in anesthetized primary visual cortex have recently validated the assumptions of multiplicative interactions made in previous studies, while finding, in contrast, that multiplicative interactions failed to better describe activity in prefrontal cortex [49]. Comparisons between structured and more general nonlinear models thus suggest a means to test hypotheses of how LVs interact within and between different populations, which will be an important element of describing system-level function.

Characterizing computation in dynamical systems

The sensory computations described above predict neural activity largely from experimental variables without regards to the activity within the system itself. However, some systems-level functions, such as perceptual decision-making, appear to require dynamical computations, which integrate inputs and previous neural activity within an area over time [57]. While most brain areas are generally thought to have internal dynamics, the extent to which dynamics play a critical role in the underlying system computation remains an open question in many brain areas [58].

Much of the early work in fitting dynamical models to neural data focused on linear dynamics [59–63], where LVs at a given time point are given by a linear combination of LVs at previous time points. However, in many cases linear dynamics will not be able to capture the richness exhibited by neural data in awake and behaving animals. As a result, recent work has focused on extending these models to learn nonlinear dynamics directly from neural data, which includes switching linear dynamics [64–66], locally linear dynamics [67], parametric approximations [14,68], and the use of recurrent neural networks (RNN) [17**,57].

A parallel line of work has recently emerged which focuses on training both animals and RNNs to perform the same task (rather than fitting the RNN to neural data), and then relates recorded neural activity to that of the artificial neurons — through the use of targeted dimensionality reduction methods like dPCA. This approach has led to new interpretations of complex, high-dimensional neural activity in the context of a diverse range of tasks.

Figure 3

(a) A schematic of the dynamical landscape discovered by an RNN trained on a delayed match-to-category task [29*]. Here, subjects had to indicate whether a second ‘test’ stimulus, presented with a second-long delay, matched the category of a previously presented ‘sample’ stimulus. 
(b) The dynamical landscape of the RNN could be studied in detail using standard dynamical systems analyses [89*], resulting in a compelling perspective of how ‘working memory’ might be generated in the brain. Left: trajectories in the ‘delay period’; for each category, the starting conditions (dots) result in trajectory for ‘red’ and ‘blue’ for a variety of initial conditions, with faded colors showing states closer to the category borders. Right: Perturbations from a given trajectory shows that the dynamics force the system state is forced back to a given ‘tunnel’, gradually slowing to maintain a distinct position for when the ‘test’ stimulus is presented. 
(c) The behavior of the network during the delay period also demonstrates how misclassifications occur for “difficult” stimuli near the category borders. Noise can perturb the population activity into the wrong tunnel (R to B or B to R), or result in the system going to an incorrect fixed point (grey). All panels adapted from Ref. [29*].
such as context-dependent sensory integration [28], delayed match-to-category tasks [29]** and the neural representation of timing [30,31].

Regardless of whether a model is trained by fitting neural data or by learning a task, new methods must be developed to understand how the resulting nonlinear dynamical system might implement a given computation through dynamical features such as fixed points, limit attractors, and limit cycles. For example, [69]** analyzed RNNs that were trained on a variety of tasks by first finding fixed points of the nonlinear dynamics, then linearizing the dynamics around these points, which generated descriptions of model dynamics within the localized regions that shaped the dynamics. This approach has been used, for example, to map out the dynamical landscape of an RNN trained on a delayed match-to-category task [29**], offering a compelling picture of how neural activity might represent previously presented stimuli, as well as suggesting a mechanism for incorrect perceptual judgments (Figure 3). Such interpretability is also implicit in constrained models of the nonlinear dynamics mentioned above. Thus, the increasing ability to understand computations performed by nonlinear dynamical systems [69**], along with the new ability to fit these models directly to neural data [14,17**,64–68], is paving the way towards understanding system-level functions via dynamical-system-based approaches.

Conclusions

In this review we have considered studies across a range of brain areas and experimental paradigms, many of which have found low-dimensional structure in either trial-averaged responses or single-trial variability. Although these results suggest low-dimensionality to be a hallmark of neural activity, such low-dimensional structure might be an artifact of limited data, or the relative simplicity of the experimental design itself [3]. Indeed, with the increasing use of large-scale recordings and more complex task design, it may be that the picture of population activity imparted by current latent variable approaches may not be so simple after all. In order for LV models to continue to offer insights into neural function they must evolve beyond just visualization tools. These models must continue to incorporate additional structure related to specific computations [70], cell types [71], and interacting brain regions [72,73], among others. By doing so, LV models will become tools not just for extracting low-dimensional structure, but for more generally describing system-level neural function.
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