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Abstract
Free recall of random lists of words is a standard way to probe human memory. There is
no accepted theory that quantitatively predicts the performance in this task. We
proposed the associative search process that can be mathematically solved, providing an
analytical prediction for the average number of words recalled from a list of an arbitrary
length. Previously reported free recall performance depended on experimental details.
Since recall could be affected by variability in words acquisition, we designed a protocol
where participants performed both recall and recognition trials, using the latter to
estimate the number of acquired words. The results closely match theoretical prediction.
We conclude that memory recall operates according to a stereotyped search process
common to all people.
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INTRODUCTION 1

Humans exhibit remarkable proficiency in reciting poems, participating in performances 2

and giving long talks. However, recalling a collection of unrelated events is challenging. 3

To understand human memory one needs to understand both the ability to acquire vast 4

amounts of information and at the same time the limited ability to recall random 5

material. The standard experimental paradigm to address the later question is free 6

recall (e.g. see Kahana 2012). Typical experiments involve recalling randomly assembled 7

lists of words in an arbitrary order after a brief exposure. It was observed over the years 8

that when the presented list becomes longer, the average number of recalled words grows 9

but in a sublinear way, such that the fraction of words recalled steadily decreases (Binet 10

and Henri 1894, Standing 1973, Murray et al. 1976). The exact mathematical form of 11

this relation is controversial and was found to depend on the details of experimental 12

procedures, such as presentation rate (Waugh 1967). In some studies, recall performance 13

was argued to exhibit a power-law relation to the number of presented words (Murray 14

et al. 1976), but parameters of this relation were not determined precisely. 15

Several influential models of recall were developed in cognitive literature that 16

incorporate interactive probabilistic search processes characterized by a number of 17

parameters that are tuned to reproduce the observations (see e.g. Raaijmakers and 18
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Shiffrin 1980, Howard and Kahana 2002, Laming 2009, Polyn et al. 2009, Lehman and 19

Malmberg 2013). In our recent publications (Romani et al. 2013, Katkov et al. 2017) we 20

proposed a deterministic step-by-step associative algorithm based on two basic 21

principles: 22

Figure 1. Associative search
model of free recall.
(A) Matrix of overlaps for a list of
16 items (schematic). For each
recalled item, the maximal ele-
ment in the corresponding row is
marked with a black spot.
(B) A graph with 16 nodes illus-
trates the words in the list. Recall
trajectory begins with the first
node, and converges to a cycle af-
ter the 10th node is visited for the
second time.
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• Memory items are 24

represented in the brain by 25

sparse neuronal ensembles in 26

dedicated memory networks; 27

• Next item to be recalled is the 28

one that has a representation 29

with a largest overlap 30

to the current one, unless 31

this item is the one that was 32

recalled on the previous step. 33

We showed that transition rule proposed above can be implemented in attractor neural 34

networks via modulation of feedback inhibition (Recanatesi et al. 2015, 2017). It is 35

illustrated in Fig. 1 (more details in Methods), where the matrix of overlaps between 16 36

memory representations is shown in the left panel. When the first item is recalled (say 37

the 1st one in the list), the corresponding row of the matrix, which includes the overlaps 38

of this item with all the others, is searched for the maximal element (14th element in 39

this case), and hence the 14th item is recalled next. This process continues according to 40

the above rule, unless it points to an item that was just recalled in the previous step, in 41

which case the next largest overlap is searched. After a certain number of transitions, 42

this process begins to cycle over already visited items, such that no new items can 43

longer be recalled (Fig. 1b). As shown in (Romani et al. 2013), when memory 44

representations are very sparse, the overlaps between the items can be approximated by 45

a random symmetric matrix and one can derive a universal expression for the average 46

number of recalled words from a list of length L, that we call Recall Capacity (RC): 47

Figure 2. Meta-analysis of
free recall experiments. Av-
erage numbers of words recalled
as a function of list length L. The
data are collected from 10 publi-
cations (Murdock Jr 1960, 1962,
Roberts 1972, Howard and Ka-
hana 1999, Kahana et al. 2002,
Klein et al. 2005, Zaromb et al.
2006, Ward et al. 2010, Miller et al.
2012, Grenfell-Essam et al. 2017).
Each color corresponds to same
presentation time, whereas each
marker corresponds to the publi-
cation the data were taken from.
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RC = k ·
√
L

k ≈ 2.1
(1)

We emphasize that Eq. 1 48

does not have any free parameters 49

that could be tuned to fit the 50

experimental results, rather both 51

the exponent and coefficient of this 52

power law expression are a result 53

of the assumed recall mechanism 54

and hence cannot be adjusted. 55

The universality of the 56

above analytical expression for RC 57

seems to be at odds with previous 58

studies that show that performance 59

in free recall task strongly depends 60

on the experimental protocol, 61

for example presentation speed 62

during the acquisition stage (see e.g. 63

Murdock Jr 1960). Moreover, we 64
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recently found that extensive practice also leads to increase in performance, at least 65

partially due to participants developing ‘chunking’ strategies to more efficiently 66

represent and recall presented words (Romani et al. 2016). In Fig. 2, we show the 67

results reported in 10 publications (Murdock Jr 1960, 1962, Roberts 1972, Howard and 68

Kahana 1999, Kahana et al. 2002, Klein et al. 2005, Zaromb et al. 2006, Ward et al. 69

2010, Miller et al. 2012, Grenfell-Essam et al. 2017). Indeed, performance steadily 70

improves when more time is allotted for each word during acquisition (see color code for 71

allotted time, from green to red), and when participants are engaged in several recall 72

sessions (solid vs dotted lines, for publications for which these data are available). 73

Some or all of the observed differences in RC could be due to the different number of 74

words acquired by participants during the presentation phase of the experiment. We 75

therefore designed the experimental protocol that allowed us to separately evaluate the 76

number of words acquired during the presentation stage of the experiment, in order to 77

isolate the effects of acquisition on the variability of RC observed in previous studies. 78

RESULTS 79
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Figure 3. Experimental re-
sults and analysis.
(A) Estimated average number of
acquired words for lists of different
lengths. Black line corresponds to
perfect encoding, yellow line cor-
responds to presentation rate 1.5
sec/word and green line to presen-
tation rate 1 sec/word. The error
in M is computed with bootstrap
procedure (Efron and Tibshirani
1994). Blue line corresponds to
the results of (Standing 1973).
(B) Average number of words re-
called as a function of the av-
erage number of acquired words.
Black line: theoretical prediction,
Eq. (2). Yellow line: experimen-
tal results for presentation rate 1.5
sec/word. Green line: experimen-
tal results for presentation rate 1
sec/word. The error in RC is a
standard error of the mean, while
the error in M is computed with
bootstrap procedure (see Methods
for details).

Given the high variability of published results presented above, we performed a 80

targeted set of experiments with the aim to control the factors affecting recall. To this 81

end, we distinguish two stages: (i) acquisition that results in some words being missed, 82

especially when the lists become very long, as shown in the famous study of (Standing 83

1973), and (ii) recall of acquired words. It seems reasonable that acquisition depends on 84

various factors, such as attention, age of participants, acquisition speed, etc. We 85

therefore conjecture that differences in acquisition is the main cause of variability in 86

published studies, while subsequent recall proceeds according to the universal search 87

process proposed in (Romani et al. 2013). One should then correct Eq. (1) for RC, 88

replacing the number of presented words L with the number of acquired words M : 89

RC = k ·
√
M

k ≈ 2.1
(2)

We estimated the number of acquired words with recognition experiments performed 90

by same participants that performed free recall, under same conditions. In particular, 91

we used two presentation speeds: 1 sec per word and 1.5 seconds per word. Following 92

(Standing 1973), we presented participants with pairs of words, one from the list just 93

presented and one a randomly chosen lure, requesting them to report which word was 94
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from the presented list. All experiments were performed on Amazon Mechanical Turk R©
95

platform. To exclude potential practice effects we only considered a single recognition 96

trial for each participant. Fig. 3a shows the estimated average number of acquired 97

words M as a function of list length L, compared to the results of (Standing 1973) who 98

used presentation rate of 5.6 seconds per word (see Methods for details of analysis). 99

Results confirm that acquisition improves with time allotted to presentation of each 100

word. Standard error of the mean for the number of acquired words across participants, 101

for each list length and each presentation speed, was estimated with a bootstrap 102

procedure by randomly sampling a list of participants with replacement (Efron and 103

Tibshirani 1994, see Methods). 104

To test the theoretical prediction of Eq. (2) we performed free recall experiments on 105

Amazon Mechanical Turk R© platform. Each participant performed a single free recall 106

trial with a randomly assembled list of words of a given length, and then a single 107

recognition trial with another randomly assembled list of the same length, using the 108

same presentation speed. In Fig. 3b experimentally obtained RC (yellow and green 109

lines) is compared with the theoretical prediction of Eq. (2) (black line), where M is the 110

average number of encoded words, estimated in the recognition experiment. 111

Remarkably, agreement between the data and theoretical prediction is very good for 112

both presentation speeds, even though the number of acquired and recalled words is 113

very different in these two conditions for each value of list length. We also performed 114

multiple simulations of our recall algorithm (Romani et al. 2013, Katkov et al. 2017) 115

and found that it captures the statistics of the recall performances as accessed with 116

bootstrap analysis of the results (see Fig. S1 in Supplementary materials). 117

DISCUSSION 118

The results presented in this study show that average performance in free recall 119

experiments can be predicted from the number of words acquired during presentation 120

with remarkable precision by the analytical, parameter-free expression Eq. (2), derived 121

from a deterministic associative search model of recall. The relation between these two 122

independently measured quantities holds even though both of them strongly depend on 123

the presentation speed of the words. Hence it appears that memory recall is a much 124

more universal process than memory acquisition, at least when random material is 125

involved. Since our theory is not specific to the nature of the material being acquired, 126

we conjecture that recall of different types of information, such as e.g. randomly 127

assembled lists of sentences or pictures, should result in similar recall performance. 128
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Methods 132

Participants, Stimuli and Procedure 133

In total 723 participants, were recruited to perform memory experiments on Amazon 134

Mechanical Turk R© (https://www.mturk.com). Ethics approval was obtained by the IRB 135

(Institutional Review Board) of the Weizmann Institute of Science. Each participant 136

accepted an informed consent form before participation and was paid from 50 to 85 cents 137

for approximately 5− 25 min, depending on the task. Presented lists were composed of 138

non-repeating words randomly selected from a pool of 751 words produced by selecting 139

English words (Healey et al. 2014) and then maintaining only the words with a 140

frequency per million greater than 10 (Medler and Binder 2005). The stimuli were 141

presented on the standard Amazon Mechanical Turk R© web page for Human Intelligent 142

Task. Each trial was initiated by the participant by pressing “Start Experiment” button 143

on computer screen. List presentation followed 300 ms of white frame. Depending on 144

the experiment, each word was shown within a frame with black font for 500, 1000 ms 145

followed by empty frame for 500 ms. After the last word in the list, there was a 1000 ms 146

delay before participant performed the task. The set of list lengths was: 8, 16, 32, 64, 147

128, 256 and 512 words. Each participant performed experiment A (free recall) and 148

Experiment B (recognition) with lists of the same length. In more details 149

• 348 participants performed the two experiments with presentation rate of 1.5 150

sec/word: 265 participants did both experiments for only one list length, 54 for 151

two list lengths, 18, 9 and 2 for 3, 4 and 5 list lengths respectively. 152

• 375 participants performed the two experiments with presentation rate of 1 153

sec/word: 373 participants did both experiments for only one list length, 2 for two 154

list lengths. 155

Experiment A - Free recall. Participants were instructed to attend closely to the 156

stimuli in preparation for the recalling memory test. After presentation and after 157

clicking a “Start Recall” button, participants were requested to type in as many words 158

as they could in any order. After the completion of a word (following non-character 159

input) the word was erased from the screen, such that participants were seeing only the 160

currently typed word. Only one trial was performed by each participant. The time for 161

recalling depended on the length of the learning set, from 1 minute and 30 seconds up 162

to 10 minute and 30 seconds, with a 1 minute and 30 seconds increase for every length 163

doubling. The obvious misspelling errors were corrected. Repetitions and the intrusions 164

(words that were not in the presented list) were ignored during analysis. 165

Experiment B - Recognition task. In recognition trial, participants were shown 2 166

words, one on top of another. One word was randomly selected among just presented 167

words (target), and another one was selected from the rest of the pool of words. The 168

vertical placement of the target was random. After presentation and after clicking a 169

“Start Recognition” button, participants were requested to click on the words they think 170

was presented to them during the trial. Each list was followed with 5 recognition trials 171

per participant, but only the first trial was considered in the analysis. Time for all trials 172

was limited to 45 min, but in practice each response usually took less than two seconds. 173

Analysis of the results 174

The average number of recalled words (RC) for each list length and its standard error 175

were obtained from the distribution of the number of recalled words across participants. 176

The average number of words acquired for each list length L was computed from the 177

results of recognition experiments as in (Standing 1973). Suppose that M out of L 178
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words are remembered on average after an exposure to the list, the rest are missed. The 179

chance that one of the acquired words is presented during a recognition trial is then 180

M/L, while the chance that a missed word is presented is 1−M/L. We assume that in 181

the first case, a participant correctly points to a target word, while in the second case, 182

she/he is guessing. The fraction of correct responses C can then be computed as 183

C =
M

L
+

1

2
·
(

1− M

L

)
. (3)

Hence the average number of remembered words can be computed as 184

M = L · (2C − 1) . (4)

In order to estimate a standard error of the mean for the number of acquired words 185

across participants, for each list length, we performed a bootstrap procedure (Efron and 186

Tibshirani 1994). We generated multiple bootstrap samples by randomly sampling a list 187

of N participants with replacement N times. Each bootstrap sample differs from the 188

original list in that some participants are included several times while others are 189

missing. For each bootstrap sample b out of total number B, with B = 500, we compute 190

the estimate for the average number of acquired words, M(b), according to Eq. (4). The 191

standard error of M is then calculated as a sample standard deviation of B values of 192

M(b): 193

seB =

√√√√ B∑
b=1

(
M (b)− M̄

)2
B − 1

, (5)

where M̄ =
∑B

b=1
M(b)
B . 194

Recall model 195

Our recall model is presented in more details in (Romani et al. 2013, Katkov et al. 196

2017). In this contribution we simulated a simplified version of the model, where we 197

approximate the matrix of overlaps between random sparse memory representations by 198

a random symmetric L by L matrix where L is a number of words in the list, and each 199

element is chosen independently from a normal distribution. A new matrix is 200

constructed for each recall trial. The sequence {k1, k2, . . . , kr} of recalled items is 201

defined as follows. Item k1 is chosen randomly among all L presented items with equal 202

probability. When n items are recalled, the next recalled item kn+1 is the one that has 203

the maximal overlap with the currently recalled item kn, excluding the item that was 204

recalled just before the current one, kn−1. After the same transition between two items 205

is experienced for the second time, the recall is terminated since the model enters into a 206

cycle. 207

Details of the previous experiments analyzed in this study 208

Murdock Jr 1960 In total 260 persons participated in Exp. 3. In Exp. 3a lists of [5, 209

6, 8, 10, 15, 30, 45, 60, 75, 100, 150, 200] words with presentation rate of 2 sec/word 210

and in Exp. 3b lists of [5, 6, 8, 10, 15, 30, 45, 60, 75, 100, 150, 200, 400] words with 211

presentation rate of 1 sec/word were used. Single participant was presented with up to 4 212

different lists. Participants were writing recalls on response sheets for 90, 120, 150 and 213

150 seconds for 1st, 2nd, 3rd and 4th trials respectively. 214
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Murdock Jr 1962 103 participants were divided in six different groups with a 215

different combination of list lengths and presentation rates. The lists of 20, 30, 40 words 216

were presented at a rate of 1 sec/word, whereas lists of 10, 15, 20 were presented at a 217

rate of 2 sec/word. After each list there was a recall period of 1.5 min, where the 218

participants had to write down the words in any order. 20 lists were presented per daily 219

session to each group. Each group participated in four sessions spaced in 2− 7 days. In 220

total 80 different lists were presented to each group. 221

Roberts 1972 12 participants were tested in three groups of four participants each, 222

and each group was tested for 4 sessions per week over a period of 6 weeks. All possible 223

combinations of four lists length [10, 20, 30, 40] and five presentation times per word 224

[0.5, 1, 2, 4, 8] seconds were presented to each participant both auditory and visually. 225

Only 12 auditory sessions were considered here. The recalled words were written on 226

paper during 40, 80, 120, and 160 seconds for lists of 10, 20, 30, and 40 words, 227

respectively. It was mentioned by the author that: “A relatively small number of Ss 228

were used in this experiment, and these Ss were tested repeatedly over an extended 229

period of time.” 230

Howard and Kahana 1999 61 participants each performed a single session of both 231

immediate and delayed free recall of 25 lists. Each list was composed of 12 nouns. The 232

words were presented visually for 1 second each. While each word was on the screen, 233

participants performed a semantic orienting task, reporting whether each word was 234

“concrete” or “abstract” by pressing either the left or the right control key. After the 235

presentation of the last word, participants either immediately began recall or performed 236

true/false math problems for 10 seconds. Participants recalled the words on the 237

presented list in an arbitrary order during a 45 seconds recall period. We only analyzed 238

the immediate free recall trials for our study. 239

Kahana et al. 2002 In single sessions, 59 participants performed immediate free 240

recall of 33 lists each. 10 words from each list were presented visually for 1.4 s, followed 241

by a 100-ms ISI. Participants began immediately recalling the words on the just 242

presented list in an arbitrary order during a 45 seconds recall period. 243

Klein et al. 2005 12 participants performed this experiment using lists of 19 words. 244

Words were not repeated across lists for a given participant. The participants took part 245

in no more than 1 session per day and completed all 10 sessions in no more than two 246

weeks. Session 1 was a practice session. Words were presented auditorily for 1.5 seconds. 247

Following the presentation of the list, auditory recall started. The recall period 248

terminated after the participant pressed the space bar on the keyboard. The 249

participants were tested in each of three conditions: free recall with varied presentation 250

order among trials (FR-V), free recall with constant presentation order (FR-C), serial 251

recall. Each subsequent session contained a single condition, with one practice list and 252

seven test lists. Each participant did 5 trials per list before moving to the next list. We 253

considered only the data from the first trials of both conditions FR-V and FR-C. 254

Zaromb et al. 2006 In single sessions, 205 participants performed free recall of lists 255

composed of 20 common nouns. We considered only lists composed of 20 unique words 256

(2 lists in the Exp. 1 and 4 lists in Exp. 2). The words were presented visually for 1.4 257

seconds, followed by a 200-ms inter stimulus interval (ISI). After the presentation of the 258

last word, participants solved math problems for 16 seconds, before recalling the words 259

on the just studied list in any order during a 90 seconds recall period. 260

Ward et al. 2010 55 participants were presented with lists of 1− 15 words. All list 261

length were presented in a block of 15 trials with randomized order. Participants were 262

not told in advance how many words will be presented on next trial. The lists were 263

presented visually and read silently. The material consisted of a set of 480 words. 264
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Subsets of 360 words were randomly selected for each individual. Participants were 265

tested individually and informed that they would be shown one practice list of 7 words 266

followed by 45 experimental lists. The experimental trials were arranged into three 267

blocks of 15 random trials. The presentation rate was 1 sec/word, with each word 268

displayed for 0.75 seconds with an additional 0.25 seconds ISI during which the stimulus 269

field was blank. Participants were instructed to read each word silently as it was 270

presented. At the end of the list there was an auditory cue and participants wrote down 271

as many words as they could recall in any order that they wished. In meta-analysis we 272

considered only trials with list length greater than 5. 273

Miller et al. 2012 80 participants contributed recall data from a total of 9122 trials. 274

We analyzed the data from first the session of free recall experiment which consisted of 275

16 lists of 16 words presented one at a time on a computer screen. Each study list was 276

followed by an immediate free recall test, and each session ended with a recognition test. 277

Words were drawn from a pool of 1638 words. Each word was on the screen for 3 278

seconds, followed by a jittered 800 to 1200 ms inter-stimulus interval (uniform 279

distribution). In some trials participants were instructed to perform the task related to 280

a presented word, such as size or animacy judgments. After the last word in the list, 281

participant were given 75 seconds for an auditory recall. 282

Grenfell-Essam et al. 2017 20 students from the University of Essex took part in 283

immediate free recall experiment with lists of 2− 12 words. Participants were tested 284

individually and informed that they would be shown two practice lists, of seven words 285

each, followed by 70 experimental lists. The experimental trials were split into two 286

equal blocks of 35 trials each. Each block consisted of only visual trials or only auditory 287

trials. In all conditions, the order of the list lengths was randomized, such that each 288

block contained 5 repetitions of each list length. The presentation rate was 1 sec/word. 289

In the visual trials, each word was displayed for 750 ms with an additional 250 ms ISI in 290

which the stimulus field was blank. In the auditory trials, each sound file was played 291

from the start of this time until it was finished. The remaining time until 1 second 292

elapsed was filled with silence. Participants were instructed to listen to each word 293

silently as it was presented. After the last word had been presented, an empty grid 294

appeared on screen that contained the same number of numbered rows as the number 295

words presented on that trial, to inform participants of the list length of that trial. 296

Participants were instructed to recall as many words as they could on the paper 297

response sheet, that always contained 12 rows. In meta-analysis we considered only 298

trials with list length equal to 2, 4, 6, 8 and 10. 299
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Figure S1. Bootstrap analysis and comparison to model simulations.
(A) 1.5 seconds per word presentation rate; (B) 1 seconds per word presentation rate.
100 bootstrap samples for each list length are shown with colored dots with coordinates M(b) and RC(b), where RC(b)

is an average number of recalled words computed for each bootstrap sample b. Black dots show corresponding simulation
results, obtained as follows. From the results of recognition experiment, we calculate, for each list length L, the fraction
of correct recognitions across the participants, c, and therefore the probability p = (2c− 1) that a presented word is
acquired. With these two numbers, we simulate multiple recognition and recall experiments. For recognition experiment,
we draw a binomial random variable with probability c for each participant independently, simulating their recognition
answers, from which we compute the number of acquired words averaged for all participants as explained in the Methods.
We then drew L binomial variables with probability p for each participant, simulating the acquisition of words by this
participant during the recall experiment. With the number of acquired words known for each participant, we run the
recall model (see Methods) to obtain the average recall performance over participants. Every simulation described above
produced 7 pairs of results (M,RC), one per list length. We repeated the whole procedure 100 times, same as the number
of bootstrap samples.
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